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WHO ARE WE?
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Pham Truong, Giang
Cloud Security Engineer

Cyber Security Service (SAS) at FPT Software

A passionate Security Engineer with expertise in building and optimizing 
solutions to identify, analyze, and respond to security threats. Skilled in 
streamlining processes, enhancing threat visibility, and driving swift 
incident resolution to safeguard organizational assets.

        https://www.linkedin.com/in/gianglucas/

Nguyen Duc, Tung
Cloud Security Engineer

Cyber Security Service (SAS) at FPT Software

Security Engineer with a strong focus on leveraging automation 
to enhance efficiency and effectiveness. Experienced in 
designing and implementing automated workflows for threat 
detection, incident response, and security operations. 

        https://www.linkedin.com/in/tungdra/
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What is Sigma?

• Rule-based detection format designed for 
SIEM/EDR platforms.

• Focus on log-based detections across 
Windows, Linux, cloud, and other 
environments.

Advantages of Sigma rule:
 Platform-Independent: can be converted 

into different SIEM formats (e.g., Splunk, 
ElasticSearch, Sentinel).

 Human-Readable & Flexible: They allow 
blue teams and SOC analysts to define 
detection logic without deep programming 
knowledge.

 Open-Source Standard: Maintained by the 
community to keep up with emerging threats.

Captured from Sigma's Github repo - https://github.com/SigmaHQ/sigma



Sigma Rules at Scale 
The Challenge

Brief

AI Can Speed Up Rule Generation but Lacks 

Precision

• LLMs can generate Sigma rules faster, but 

they often produce errors:

• Incorrect MITRE ATT&CK mappings

• Syntax and logic mistakes

• High false positives and low 

reliability

• This means AI-generated rules still require 

heavy manual validation, which defeats the 

purpose of automation.

Writing Sigma Rules Manually Is Slow 

and Inefficient

• Threat intelligence is growing rapidly, 

but manually converting it into Sigma 

rules is too slow.

• Example: A junior detection engineer 

takes 3 working days to process a 

security blog and write ~20 Sigma 

rules.

• This approach doesn’t scale, leading 

to outdated detection rules.

Security teams rely on Sigma rules for log-

based threat detection across SIEMs, but 

manual rule creation is slow, inefficient, and 

does not scale.

• Threat intelligence is growing rapidly, yet 

security teams struggle to convert insights 

into actionable detection rules.

• AI-based solutions can assist, but current 

models lack precision, leading to errors in 

rule logic, syntax, and ATT&CK mappings.

Can we automate the process 
to generate a sigma rules?

Harnessing the Power of AI?

What are the challenges?
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Example of current LLM

+ Extracted MITRE technique: T1090

title: Detection of Batch Scripts Associated with PoshC2 and Sliver C2 

Frameworks  

id: 123e4567-e89b-12d3-a456-426614174000  

status: stable  

description: This rule detects the execution of batch scripts commonly associated 

with PoshC2 and Sliver C2 frameworks, which are often used by threat actors to 

compromise systems, disable security features, and perform data destruction.  

logsource:  

 product: windows  

 service: application  

detection:  

 selection:  

 EventID:  

 - 4688  # Process creation  

 Image:  

 - '*cmd.exe'  

 - '*powershell.exe'  

 condition: selection  

fields:  

 - EventID  

 - Image  

 - CommandLine  

falsepositives:  

 - Legitimate administrative scripts  

references:  

 - PoshC2  

 - Sliver  

 - The DFIR Report  

taxonomy:  

 - T1546.008  # Accessibility Features  

 - T1531  # Account Access Removal  

 - T1071  # Application Layer Protocol  

 - T1573.002  # Asymmetric Cryptography  

date: 2024-10-08  

author: SigmaGen  

Incorrect Log source

Incorrect use of EventID

Too generic

Incorrect References

Incorrect Tags

System 
Prompt

User Prompt 
includes:

1. Extracted 
Blog

2. MITRE 
Technique
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How SigmaGen Fixes These Issues

Now that we’ve framed the problem and 
challenges, we present SigmaGen as the solution.

 SigmaGen: AI-Powered Solution for Scalable 
Sigma Rule Generation

 Automated Sigma Rule Generation – AI extracts 
relevant attack patterns from security blogs and 
maps them to MITRE ATT&CK.

 Fine-Tuned LLMs for Higher Accuracy – Unlike 
generic AI models, SigmaGen has been trained on 
real-world Sigma rules.

 Continuous Rule Updates – AI ensures that new 
threats are detected faster by reducing the time 
required for rule creation.

Captured of SigmaGen chatbot
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SigmaGen High-Level Design

1&2. Multi-Source Data Processing
 Extracts data from:

• Security blogs, intelligence reports, malware analysis, 
and attack campaign documentation.

3. AI-Powered Threat Data Extraction & MITRE ATT&CK 
Mapping
• Use open-source platform Threat Report ATT&CK 

Mapper (TRAM)
 How it Works:

• Uses natural language processing (NLP) and 
transformer models to extract key indicators (IoCs, 
behaviors).

• Applies machine learning models to map extracted 
threats to MITRE ATT&CK techniques.

4. AI-Powered Sigma Rule Generation
 How it Works:

• Uses a fine-tuned LLM model, trained on real-world 
Sigma rules.

• Ensures that Sigma rules are structured correctly, 
preventing syntax and logic errors. SigmaGen's High-level Design

TRAM Github repo: https://github.com/center-for-threat-informed-defense/tram



9

AI Fine-Tuning Approach

1. Curated Training Dataset
 What We Did:

• Built a dataset of 200 high-quality, manually crafted Sigma 
rules covering various MITRE ATT&CK techniques.

• Included real-world detection rules from security blogs, DFIR 
reports, and open-source Sigma repositories.

• Ensured balanced representation across different attack 
techniques and platforms (Windows, Linux, Cloud, etc.).

2. AI-Guided MITRE ATT&CK Mapping
 How It Works:

• Uses natural language processing (NLP) and named entity 
recognition (NER) to extract adversary behaviors from security 
blogs.

• Cross-references extracted behaviors with the MITRE ATT&CK 
knowledge base using vector similarity search.

• Applies confidence scoring to reduce misclassification of 
techniques (one of the biggest issues with AI-generated rules).

Over 200 prompts of real-world Sigma rules

System Prompt: Assigned Role  + Sigma Specification

User Prompt includes: Blog Extracted + MITRE Technique

Assistant Output: Sigma Rule
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Examples of SigmaGen-Generated Rules

Extracted MITRE technique: T1090

title: Ngrok Command Line Execution

id: 8e0fbc04-6e4d-4c4b-9f88-d0bcfc5bc2e1
status: test
description: Detects execution of Ngrok command 

line (ngrok.exe) to create a TCP tunnel
references:

 - https://thedfirreport.com/2024/02/06/real-
intrusions-by-real-attackers-the-truth-behind-the-
intrusion/

date: 2024-02-06
author: SigmaGen

tags:
 - attack.execution
 - attack.t1090

logsource:
 product: windows

 category: process_creation
detection:

 selection:

 Image|endswith: '\ngrok.exe'
 CommandLine|contains: 'tcp '

 condition: selection
falsepositives:

 - Unknown

level: high

System 
Prompt

User Prompt 
includes:

1. Extracted 
Blog

2. MITRE 
Technique
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Cost Breakdown: AI Processing & Hosting

Region: North Central US
Model: GPT 4o-mini
Training Costs:
• Tokens per prompt: ~96,000 tokens per prompt
• Uploaded prompts (200 prompts): 19,200,000 tokens = $64
• Total dataset (1000 prompts): 96,000,000 tokens = $320
Processing Assumptions:
• We assume that the system will process updates every week.
• Each update will require the hosting to be online for 4 hours, processing approximately 200 prompts per 

update.
• Over the course of a 4-week month, this results in the processing of 800 prompts per month.

Category
Token 

Usage/Prompt

Cost/1000 

Tokens ($)
Cost/Prompt ($)

Estimate 

Prompts/Month
Cost/Month ($) Cost/Year ($)

Input 13,359 0.000165 0.002204235 800 1.763 21.160

Output 370 0.00066 0.0002442 800 0.195 2.344

Hosting N/A N/A N/A N/A 27.2 326.4

Total 29$ 350$
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Key Takeaways

 AI-Powered Sigma Rule Generation Saves Time

• Traditional rule-writing is slow & manual; SigmaGen automates this process.

• AI reduces Sigma rule creation from days to minutes.

 Accuracy Matters: Fine-Tuned AI Ensures High-Quality Rules

• Generic LLMs fail at MITRE ATT&CK mapping & syntax.

• SigmaGen’s fine-tuned model ensures correct mappings & valid rule structures.

 Continuous Rule Updates Keep Up with Evolving Threats

• Adversaries evolve quickly—static rules become ineffective.

• SigmaGen automates frequent rule updates, improving SOC agility.

 Cost-Effective & Scalable AI Processing

• AI needs to be scalable and affordable for enterprise-wide deployment.

• SigmaGen’s optimized $29/month processing cost ensures accessibility.

 The Future: Fully Automated Detection & Deployment

• SigmaStream integration will enable end-to-end rule automation from generation to SIEM deployment.

• AI-powered validation will further reduce false positives and improve detection rates.
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THANK YOU
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